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RISK DETERMINATION AND
MANAGEMENT USING PREDICTIVE
MODELING AND TRANSACTION PROFILES
FOR INDIVIDUAL TRANSACTING ENTITIES

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation of U.S. application Ser.
No. 07/941,971, filed on Sep. 8, 1992, entitled “Fraud
Detection Using Predictive Modeling” and issued as U.S.
Pat. No. 5,819,226, which is incorporated by reference
herein in its entirety. This application is also related to U.S.
Pat. No. 5,398,300 for “Neural Network Having Expert
System Functionality”, which is incorporated by reference
herein 1in its entirety.

37 C.FR. 1.71 AUTHORIZATION

A portion of the disclosure of this patent document
contains material which is subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as it appears in the Patent and Trademark Office
records, but otherwise reserves all copyright rights whatso-
ever.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to the detection of fraudu-
lent use of customer accounts and account numbers, includ-
ing for example credit card transactions. In particular, the
invention relates to an automated fraud detection system and
method that uses predictive modeling to perform pattern
recognition and classification in order to isolate transactions
having high probabilities of fraud.

2. Description of the Related Art

In the following discussion, the term “credit card” will be
used for illustrative purposes; however, the techniques and
principles discussed herein apply to other types of customer
accounts, such as charge cards, bank automated teller
machine cards and telephone calling cards.

Credit card issuers conventionally attempt to limit fraud
losses by immediately closing a customer’s account upon
receiving a report that the card has been lost or stolen.
Typically, the customer’s credit information is then trans-
ferred to a new account and a new card is issued. This
procedure is only effective in limiting fraudulent use of lost
or stolen cards after the loss or theft has been reported to the
issuer.

In many cases, however, fraudulent use occurs without the
knowledge of the cardholder, and therefore no report is made
to the issuer. This may occur if the customer is unaware that
the card has been lost or stolen, or if other techniques are
employed to perpetrate the fraud, such as: use of counterfeit
cards; merchant fraud; application fraud; or interception of
credit cards in the mail. In all these situations, the fraudulent
use may not be detected until (and unless) the cardholder
notices an unfamiliar transaction on his or her next monthly
statement and contests the corresponding charge. The con-
comitant delay in detection of fraud may result in significant
losses. User fraud, in which the user claims that a valid
transaction is invalid, is also possible.

Issuers of credit cards have sought to limit fraud losses by
attempting to detect fraudulent use before the cardholder has
reported a lost or stolen card. One conventional technique is
known as parameter analysis. A parameter analysis fraud
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2

detection scheme makes a decision using a small number of
database fields combined in a simple Boolean condition. An
example of such a condition is:

if (number of transactions in 24 hours >X) and (more than

Y dollars authorized) then flag this account as high risk

Parameter analysis will provide the values of X and Y that
satisfy either the required detection rate or the required false
positive rate. In a hypothetical example, parameter values of
X=400 and Y=1000 might capture 20% of the frauds with a
false positive rate of 200:1, while X=6 and Y=2000 might
capture 8% of the frauds with a false positive rate of 20:1.

The rules that parameter analysis provides are easily
implemented in a database management system, as they are
restricted to Boolean (e.g., and, or) combinations of condi-
tions on single variables.

Parameter analysis derives rules by examining the single
variables most able to distinguish fraudulent from non-
fraudulent behavior. Since only single-variable threshold
comparisons are used, complex interactions among variables
are not captured. This is a limitation that could cause the
system to discriminate poorly between fraudulent and valid
account behavior, resulting in low capture rates and high
false-positive rates.

Additionally, an effective fraud detection model generally
requires more variables than conventional parameter analy-
sis systems can handle. Furthermore, in order to capture new
fraud schemes, parameter analysis systems must be rede-
veloped often, and automated redevelopment is difficult to
implement.

It is desirable, therefore, to have an automated system that
uses available information regarding cardholders,
merchants, and transactions to screen transactions and iso-
late those which are likely to be fraudulent, and which
captures a relatively high proportion of frauds while main-
taining a relatively low false-positive rate. Preferably, such
a system should be able to handle a large number of
interdependent variables, and should have capability for
re-development of the underlying system model as new
patterns of fraudulent behavior emerge.

SUMMARY OF THE INVENTION

In accordance with the present invention, there is pro-
vided an automated system and method for detecting fraudu-
lent transactions, which uses a predictive model such as a
neural network to evaluate individual customer accounts and
identify potentially fraudulent transactions based on learned
relationships among known variables. These relationships
enable the system to estimate a probability of fraud for each
transaction. This probability may then be provided as output
to a human decision-maker involved in processing the
transaction, or the issuer may be signaled when the prob-
ability exceeds a predetermined amount. The system may
also output reason codes that reveal the relative contribu-
tions of various factors to a particular result. Finally, the
system periodically monitors its performance, and redevel-
ops the model when performance drops below a predeter-
mined level.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an implementation of the
present invention.

FIG. 2 is a sample system monitor screen which forms
part of a typical output interface for the present invention.

FIG. 3 is a sample account selection screen which forms
part of a typical output interface for the present invention.

FIG. 4 is a sample transaction analysis screen which
forms part of a typical output interface for the present
invention.
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FIG. § is a sample customer information screen which
forms part of a typical output interface for the present
invention.

FIG. 6 is a sample analyst response screen which forms
part of a typical output interface for the present invention.

FIG. 7 is a flowchart illustrating the major functions and
operation of the present invention.

FIG. 8 is a block diagram showing the overall functional
architecture of the present invention.

FIG. 9 is a diagram of a single processing element within
a neural network.

FIG. 10 is a diagram illustrating hidden processing ele-
ments in a neural network.

FIG. 11 is a flowchart of the pre-processing method of the
present invention.

FIG. 12 is a flowchart of the method of creating a profile
record of the present invention.

FIG. 13 is a flowchart of the method of updating a profile
record of the present invention.

FIG. 14 is a flowchart showing operation of a batch
transaction processing system according to the present
invention.

FIG. 15 is a flowchart showing operation of a semi-real-
time transaction processing system according to the present
invention.

FIG. 16 is a flowchart showing operation of a real-time
processing system according to the present invention.

FIG. 17 is a flowchart showing the overall operation of the
transaction processing component of the present invention.

FIG. 18 is a flowchart showing the operation of module
CSCORE of the present invention.

FIG. 19 is a flowchart showing the operation of Deploy-
Net of the present invention.

FIG. 20 is a flowchart showing cascaded operation of the
present invention.

FIG. 21 is a portion of a typical CFG model definition file.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

The Figures depict preferred embodiments of the present
invention for purposes of illustration only. One skilled in the
art will readily recognize from the following discussion that
alternative embodiments of the structures and methods illus-
trated herein may be employed without departing from the
principles of the invention described herein.

Referring now to FIG. 1, there is shown a block diagram
of a typical implementation of a system 100 in accordance
with the present invention. Transaction information is
applied to system 100 via data network 105, which is
connected to a conventional financial data facility 106
collecting transaction information from conventional
sources such as human-operated credit-card authorization
terminals and automated teller machines (not shown). CPU
101 runs software program instructions, stored in program
storage 107, which directs CPU 101 to perform the various
functions of the system. In the preferred embodiment, the
software program is written in the ANSI C language, which
may be run on a variety of conventional hardware platforms.
In accordance with the software program instructions, CPU
101 stores the data obtained from data network 105 in data
storage 103, and uses RAM 102 in a conventional manner as
a workspace. CPU 101, data storage 103, and program
storage 107 operate together to provide a neural network
model 108 for predicting fraud. After neural network 108
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4

processes the information, as described below, to obtain an
indication of the likelihood of fraud, a signal indicative of
that likelihood is sent from CPU 101 to output device 104.

In the preferred embodiment, CPU 101 is a Model 3090
IBM mainframe computer, RAM 102 and data storage 103
are conventional RAM, ROM and disk storage devices for
the Model 3090 CPU, and output device 104 is a conven-
tional means for either printing results based on the signals
generated by neural network 108, or displaying the results
on a video screen using a window-based interface system, or
sending the results to a database for later access, or sending
a signal dependent on the results to an authorization system
(not shown) for further processing.

Referring now also to FIGS. 2 through 6, there are shown
sample screens from a conventional window-based interface
system (not shown) which forms part of output device 104.
FIG. 2 shows system monitor 201 that allows a fraud analyst
or system supervisor to review system performance. System
monitor 201 shows a cutoff score 202 above which accounts
will be flagged, the number of accounts with scores above
the cutoff 203, and the fraud score 204 and account number
205 for a particular account.

FIG. 3 shows account selection screen 301 that includes
a scrolling window 302 allowing the analyst to select
high-risk transactions for review, and a set of buttons 303
allowing the analyst to select further operations in connec-
tion with the selected transactions. FIG. 4 shows transaction
analysis screen 401 that allows the fraud analyst to examine
each high-risk transaction and determine appropriate fraud
control actions. It includes account information 402, fraud
score 403, explanations derived from reason codes 404 that
indicate the reasons for fraud score 403, and two scrolling
windows 405 and 406 that show transaction information for
the current day and the past seven days 405, and for the past
six months 406.

FIG. 5 shows customer information screen 501 that
allows the analyst to access customer information, including
account number 502, customer names 503, best time to call
504, phone numbers 505, and address 506. It also provides
access to further functions via on-screen buttons 507.

FIG. 6 shows analyst response screen 601 that allows the
analyst to log actions taken to control fraud. It includes a
series of check boxes 602 for logging information, a com-
ment box 603, and on-screen buttons 604 allowing access to
other functions.

Referring now also to FIG. 7, there is shown an overall
flowchart illustrating the major functions and operation of
the system 100. First neural network model 108 is trained
701 using data describing past transactions from data net-
work 105. Then data describing the network model are
stored 702. Once the model description is stored, system 100
is able to process current transactions. System 100 obtains
data for a current transaction 703, and applies the current
transaction data to the stored network model 704. The model
704 determines a fraud score and reason codes (described
below), which are output 705 to the user, or to a database,
or to another system via output device 104.

Referring now to FIG. 8, the overall functional architec-
ture of system 100 is shown. System 100 is broken down
into two major components: model development component
801 and transaction processing component 802. Model
development component 801 uses past data 804 to build
neural network 108 containing information representing
learned relationships among a number of variables.
Together, the learned relationships form a model of the
behavior of the variables. Although a neural network is used
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in the preferred embodiment, any type of predictive mod-
eling technique may be used. For purposes of illustration,
the invention is described here in terms of a neural network.

Transaction processing component 802 performs three
functions: 1) it determines the likelihood of fraud for each
transaction by feeding data from various sources 805, 806
into neural network 108, obtaining results, and outputting
them 807; 2) when applicable, it creates a record in a profile
database 806 summarizing past transactional patterns of the
customer; and 3) when applicable, it updates the appropriate
record in profile database 806.

Each of the two components of the system will be
described in turn.

Model Development Component 801

Neural Networks: Neural networks employ a technique of
“learning” relationships through repeated exposure to data
and adjustment of internal weights. They allow rapid model
development and automated data analysis. Essentially, such
networks represent a statistical modeling technique that is
capable of building models from data containing both linear
and non-linear relationships. While similar in concept to
regression analysis, neural networks are able to capture
nonlinearity and interactions among independent variables
without pre-specification. In other words, while traditional
regression analysis requires that nonlinearities and interac-
tions be detected and specified manually, neural networks
perform these tasks automatically. For a more detailed
description of neural networks, see D. E. Rumelhart et al,
“Learning Representations by Back-Propagating Errors”,
Nature v. 323, pp. 53-36 (1986), and R. Hecht-Nielsen,
“Theory of the Backpropagation Neural Network”, in Neu-
ral Networks for Perception. pp. 65-93 (1992), the teachings
of which are incorporated herein by reference.

Neural networks comprise a number of interconnected
neuron-like processing elements that send data to each other
along connections. The strengths of the connections among
the processing elements are represented by weights. Refer-
ring now to FIG. 9, there is shown a diagram of a single
processing element 901. The processing element receives
inputs X, X,, . . . X,, either from other processing elements
or directly from inputs to the system. It multiplies each of its
inputs by a corresponding weight w,, w, . . . w,, and adds the
results together to form a weighted sum 902. It then applies
a transfer function 903 (which is typically non-linear) to the
weighted sum, to obtain a value Z known as the state of the
element. The state Z is then either passed on to another
element along a weighted connection, or provided as an
output signal. Collectively, states are used to represent
information in the short term, while weights represent long-
term information or learning.

Processing elements in a neural network can be grouped
into three categories: input processing elements (those
which receive input data values); output processing elements
(those which produce output values); and hidden processing
elements (all others). The purpose of hidden processing
elements is to allow the neural network to build intermediate
representations that combine input data in ways that help the
model learn the desired mapping with greater accuracy.
Referring now to FIG. 10, there is shown a diagram illus-
trating the concept of hidden processing elements. Inputs
1001 are supplied to a layer of input processing elements
1002. The outputs of the input elements are passed to a layer
of hidden elements 1003. Typically there are several such
layers of hidden elements. Eventually, hidden elements pass
outputs to a layer of output elements 1004, and the output
elements produce output values 1005.

Neural networks learn from examples by modifying their
weights. The “training” process, the general techniques of
which are well known in the art, involves the following
steps:
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1) Repeatedly presenting examples of a particular input/

output task to the neural network model;

2) Comparing the model output and desired output to

measure error; and

3) Modifying model weights to reduce the error.

This set of steps is repeated until further iteration fails to
decrease the error. Then, the network is said to be “trained.”
Once training is completed, the network can predict out-
comes for new data inputs.

Fraud-Related Variables: In the present invention, data
used to train the model are drawn from various database files
containing historical data on individual transactions,
merchants, and customers. These data are preferably pre-
processed before being fed into the neural network, resulting
in the creation of a set of fraud-related variables that have
been empirically determined to form more effective predic-
tors of fraud than the original historical data.

Referring now to FIG. 11, there is shown a flowchart of
the pre-processing method of the present invention. Indi-
vidual elements of the flowchart are indicated by designa-
tions which correspond to module names. The following
brief description summarizes the pre-processing modules.

Data used for pre-processing is taken from three databases
which contain past data: 1) past transaction database 1101
(also called an “authorization database™) containing two
years’ worth of past transaction data, which may be imple-
mented in the same data base as past data 804; 2) customer
database 1103 containing customer data; and 3) fraud data-
base 1102 which indicates which accounts had fraudulent
activity and when the fraudulent activity occurred.

Module readauth.sas 1104 reads transaction data from
past transaction database 1101. Module matchauth.sas 1105
samples this transaction data to obtain a new transaction data
set containing all of the fraud accounts and a randomly-
selected subset of the non-fraud accounts. In creating the
new transaction data set, module matchauth.sas 1105 uses
information from fraud database 1102 to determine which
accounts have fraud and which do not. For effective network
training, it has been found preferable to obtain approxi-
mately ten non-fraud accounts for every fraud account.

Module readex.sas 1106 reads customer data from cus-
tomer database 1103. Module matchex.sas 1107 samples this
customer data to obtain a new customer data set containing
all of the fraud accounts and the same subset of non-fraud
accounts as was obtained by module matchauth.sas 1105. In
creating the new customer data set, module matchex.sas
1107 uses information from fraud database 1102 to deter-
mine which accounts have fraud and which do not.

Module mxmerge.sas 1108 merges all of the data sets
obtained by modules matchauth.sas 1105 and matchex.sas
1107. Module genau.sas 1109 subdivides the merged data set
into subsets of monthly data.

Module gensamp.sas 1112 samples the data set created by
module mxmerge.sas 1108 and subdivided by genau.sas
1109, and creates a new data set called sample.ssd where
each record represents a particular account on a particular
day with transaction activity. Module gensamp.sas 1112
determines which records are fraudulent using information
from fraud database 1102. Module gensamp.sas 1112 pro-
vides a subset of authorization days, as follows: From the
database of all transactions, a set of active account-days is
created by removing multiple transactions for the same
customer on the same day. In the set of active account-days,
each account day is assigned a “draft number” from O to 1.
This draft number is assigned as follows: If the account-day
is non-fraudulent, then the draft number is set to a random
number between O and 1. If the account-day is fraudulent
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and it lies on the first or second day of fraud, then the draft
number is set to 0. Otherwise, it is set to 1. Then, the 25,000
account-days with the smallest draft numbers are selected
for inclusion in sample.ssd. Thus, all fraudulent account-
days (up to 25,000) plus a sample of non-fraudulent account-
days are included in sample.ssd.

Module roll15.sas 1113 generates a 15-day rolling win-
dow of data. This data has multiple records for each account-
day listed in sample.ssd. The current day and 14 preceding
days are listed for each sample account.

Module roll15to7.sas 1117 takes the rolll5 data set and
filters out days eight to 15 to produce roll7, a 7-day rolling
window data set 1119. Days eight to 15 are ignored. Module
genrolv.sas 1118 generates input variables for a rolling
window of the previous 15 days of transactions. It processes
a data set with multiple and variable numbers of records per
account and produces a data set with one record per account.
The result is called rollv.ssd.

Module roll15tol.sas 1114 takes the rolllS data set and
filters out days except the current day to produce rolll.
Module gencurv.sas 1115 uses rolll to generate current day
variables 1116 describing transactions occurring during the
current day.

Module genprof.sas generates profile variables which
form the profile records 1111.

Module merge.sas 1120 combines the profile records
1111, 1-day variables 1116, and 7-day variables 1119 and
generates new fraud-related variables, as listed below, from
the combination. It also merges rollv.ssd with the sample-
filtered profile data sets to produce a single data set with both
profile and rolling window variables. The result is called the
mod1n2 data set 1121 (also called the “training set”), which
contains the fraud-related variables needed to train the
network. Scaler module 1122 scales the variables such that
the mean value for each variable in the scaled training set is
0.0 and the standard deviation is 1.0, to create scaled
mod1n2 data set 1123.

Many fraud-related variables may be generated using
variations of the pre-processing method described above.
Fraud-related variables used in the preferred embodiment
include:
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Customer usage pattern profiles representing time-of-day
and day-of-week profiles;

Expiration date for the credit card;

Dollar amount spent in each SIC (Standard Industrial
Classification) merchant group category during the
current day;

Percentage of dollars spent by a customer in each SIC
merchant group category during the current day;

Number of transactions in each SIC merchant group
category during the current day;

Percentage of number of transactions in each SIC mer-
chant group category during the current day;

Categorization of SIC merchant group categories by fraud
rate (high, medium, or low risk);

Categorization of SIC merchant group categories by cus-
tomer types (groups of customers that most frequently
use certain SIC categories);

Categorization of geographic regions by fraud rate (high,
medium, or low risk);

Categorization of geographic regions by customer types;
Mean number of days between transactions;

Variance of number of days between transactions;
Mean time between transactions in one day;

Variance of time between transactions in one day;

Number of multiple transaction declines at same mer-
chant;

Number of out-of-state transactions;
Mean number of transaction declines;
Year-to-date high balance;
Transaction amount;

Transaction date and time;
Transaction type.

Additional fraud-related variables which may also be con-
sidered are listed below:

Current Day Cardholder Fraud Related Variables

bweekend
cavapvdl
cavapvdl
cavaudl
ccoscdom
ccoscdow
ccoscmoy
cdom
cdow
chdzip
chibal
chidcapv
chidedec
chidmapv
chidmdec
chidsapv
chidsau
chidsdec
cmoy
cratdcau
csincdom
csincdow
csincmoy
cst_dt
ctdapv
ctdau
ctdesapv
ctdesdec

current day boolean indicating current datetime considered weekend

current day mean dollar amount for an approval

current day mean dollar amount for an approval

current day mean dollars per auth across day

current day cosine of the day of month i.e. cos(day ((datepart(cst_dt)* &TWOPI)/30));
current day cosine of the day of week i.e. cos(weekday((datepart(cst__dt)* &TWOPI)/7));
current day cosine of the month of year i.e. cos(month ((datepart(cst_dt)*&TWOPI)/12));
current day day of month

current day day of week

current cardholder zip

current day high balance

current day highest dollar amt on a single cash approve

current day highest dollar amt on a single cash decline

current day highest dollar amt on a single merch approve

current day highest dollar amt on a single merch decline

current day highest dollar amount on a single approve

current day highest dollar amount on a single auth

current day highest dollar amount on a single decline

current day month of year

current day ratio of declines to auths

current day sine of the day of month ie. sin(day ((datepart(cst_dt)* &TWOPI/130));
current day sine of the day of week i.e. sin(weekday((datepart(cst_dt)*&TWOPI)/7));
current day sine of the month of year i.e. sin(month ((datepart(cst_dt)*&TWOPI)/12));
current day cst datetime derived from zip code and CST auth time

current day total dollars of approvals

current day total dollars of auths

current day total dollars of cash advance approvals

current day total dollars of cash advance declines
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ctddec current day total dollars of dedines
ctdmrapv current day total dollars of merchandise approvals
ctdmrdec current day total dollars of merchandise dedines
ctnapv current day total number of approves
ctnau current day total number of auths
ctnaul0d current day number ofauths in day<=$10
ctnaudy current day total number of auths in a day
ctnesapv current day total number of cash advance approvals
ctnesapv current day total number of cash approves
ctnesdec current day total number of cash advance declines
ctndec current day total number of declines
ctnmrapv current day total number of merchandise approvals
ctnmrdec current day total number of merchandise declines
ctnsdapv current day total number of approvals on the same day of week as current day
ctnwdaft current day total number of weekday afternoon approvals
ctnwdapv current day total number of weekday approvals
ctnwdeve current day total number of weekday evening approvals
ctnwdmor current day total number of weekday morning approvals
ctnwdnit current day total number of weekday night approvals
ctnweaft current day total number of weekend afternoon approvals
ctnweapv current day total number of weekend approvals
ctnweeve current day total number of weekend evening approvals
ctnwemor current day total number of weekend moming approvals
ctnwenit current day total number of weekend night approvals
currbal current day current balance
cvrandl current day variance of dollars per auth across day
czratel current day zip risk group 1 Zip very high fraud rate’
czrate2 current day zip risk group 2 Zip high fraud rate’
czrate3 current day zip risk group 3 Zip medium high fraud rate’
czrate4 current day zip risk group 4 Zip medium fraud rate’
czrateS current day zip risk group 5 Zip medium low fraud rate’
czrate6 current day zip risk group 6 Zip low fraud rate’
czrate7 current day zip risk group 7 Zip very low fraud rate’
czrate8 current day zip risk group 8 Zip unknown fraud rate’
ctdsfa01 current day total dollars of transactions in SIC factor group 01
ctdsfa02 current day total dollars of transactions in SIC factor group 02
ctdsfa03 current day total dollars of transactions in SIC factor group 03
ctdsfa04 current day total dollars of transactions in SIC factor group 04
ctdsfa05 current day total dollars of transactions in SIC factor group 05
ctdsfa06 current day total dollars of transactions in SIC factor group 06
ctdsfa07 current day total dolars of transactions in SIC factor group 07
ctdsfa08 current day total dollars of transactions in SIC factor group 08
ctdsfa09 current day total dollars of transactions in SIC factor group 09
ctdsfal0 current day total dollars of transactions in SIC factor group 10
ctdsfall current day total doflars of transactions in SIC factor group 11
ctdsra01 current day total dollars of transactions in SIC fraud rate group 01
ctdsra02 current day total dollars of transactions in SIC fraud rate group 02
ctdsra03 current day total dollars of transactions in SIC fraud rate group 03
ctdsra04 current day total dollars of transactions in SIC fraud rate group 04
ctdsra05 current day total dollars of transactions in SIC fraud rate group 05
ctdsra06 current day total dollars of transactions in SIC fraud rate group 06
ctdsra07 current day total dollars of transactions in SIC fraud rate group 07

ctdsva01 current day total dollars in SIC VISA group 01
ctdsva02 current day total dollars in SIC VISA group 02
ctdsva03 current day total dollars in SIC VISA group 03
ctdsva04 current day total dollars in SIC VISA group 04
ctdsva05 current day total dollars in SIC VISA group 05
ctdsva06 current day total dollars in SIC VISA group 06
ctdsva07 current day total dollars in SIC VISA group 07
ctdsva08 current day total dollars in SIC VISA group 08
ctdsva09 current day total dollars in SIC VISA group 09
ctdsval0 current day total dollars in SIC VISA group 10
ctdsvall current day total dollars in SIC VISA group 11

ctnsfa0l current day total number of transactions in SIC factor group 01
ctnsfa02 current day total number of transactions in SIC factor group 02
ctnsfa03 current day total number of transactions in SIC factor group 03
ctnsfa04 current day total number of transactions in SIC factor group 04
ctnsfa05 current day total number of transactions in SIC factor group 05
ctnsfa06 current day total number of transactions in SIC factor group 06
ctnsfa07 current day total number of transactions in SIC factor group 07
ctnsfa08 current day total number of transactions in SIC factor group 08
ctnsfa09 current day total number of transactions in SIC factor group 09
ctnsfal0 current day total number of transactions in SIC factor group 10
ctnsfall current day total number of transactions in SIC factor group 11
ctnsra0l current day total number of transactions in SIC fraud rate group 01
ctnsra02 current day total number of transactions in SIC fraud rate group 02
ctnsra03 current day total number of transactions in SIC fraud rate group 03
ctnsra04 current day total number of transactions in SIC fraud rate group 04

ctnsra05 current day total number of transactions in SIC fraud rate group 05
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ctnsra06
ctnsra07
ctnsva0l
ctnsva02
ctnsva03
ctnsva04
ctnsva05
ctnsva06
ctnsva07
ctnsva08
ctnsva09
ctnsvalO
ctnsvall

current day total number of transactions in SIC fraud rate group 06
current day total number of transactions in SIC fraud rate group 07
current day total number in SIC VISA group 01
current day total number in SIC VISA group 02
current day total number in SIC VISA group 03
current day total number in SIC VISA group 04
current day total number in SIC VISA group 05
current day total number in SIC VISA group 06
current day total number in SIC VISA group 07
current day total number in SIC VISA group 08
current day total number in SIC VISA group 09
current day total number in SIC VISA group 10
current day total number in SIC VISA group 11

7 Day Cardholder Fraud Related Variables

raudymdy
ravapvdl
ravaudl
rddapv
rddapv2
rddau
rddauall
rddcsapv
rddcsdec
rdddec
rdddec2
rddmrapv
rddmrdec
rdnapv
rdnau
rdnauall
rdncsapv
rdncsdec
rdndec
rdnmrapv
rdnmrdec
rdnsdap2

rdnsdapv
rdnwdaft
rdnwdapv
rdnwdeve
rdnwdrnor
rdnwdnit
rdnweaft
rdnweapv
rdnweeve
rdnwemor
rdnwenit
rhibal
rhidcapv
rhidedec
rhidmapv
rhidmdec
rhidsapv
rhidsau
rhidsdec
rhidtapv
rhidtau
rhidtdec
rhinapv
rhinau
rhindec
rnaudy
rnausd
rnauwd
rnauwe
rncsandy
rnmraudy
rtdapv
rtdau
rtdcaapv
rtdcadec
rtddec
rtdmrapv
rtdmrdec
rtnapv
rtnapvdy
rtnau
rtnaul0d

7 day ratio of auth days over number of days in the window
7 day mean dollar amount for an approval

7 day mean dollars per auth across window

7 day mean doflars per day of approvals

7 day mean dollars per day of approvals on days with auths
7 day mean dollars per day of auths on days with auths

7 day mean dollars per day of auths on all days in window
7 day mean dollars per day of cash approvals

7 day mean dollars per day of cash declines

7 day mean dollars per day of declines

7 day mean dollars per day of declines on days with auths

7 day mean dollars per day of merchandise approvals

7 day mean dollars per day of merchandise declines

7 day mean number per day of approvals

7 day mean number per day of auths on days with auths

7 day mean number per day of auths on all days in window
7 day mean number per day of cash approvals

7 day mean number per day of cash declines

7 day mean number per day of declines

7 day mean number per day of merchandise approvals

7 day mean number per day of merchandise declines

7 day mean number per day of approvals on same day of week calculated only for those days
which had approvals

7 day mean number per day of approvals on same day of week as current day
7 day mean number per day of weekday afternoon approvals
7 day mean number per day of weekday approvals

7 day mean number per day of weekday evening approvals
7 day mean number per day of weekday morning approvals
7 day mean number per day of weekday night approvals

7 day mean number per day of weekend afternoon approvals
7 day mean number per day of weekend approval

7 day mean number per day of weekend evening approvals
7 day mean number per day of weekend morning approvals
7 day mean number per day of weekend night approvals

7 day highest window balance

7 day highest dollar amt on a single cash approve

7 day highest dollar amt on a single cash decline

7 day highest dollar amt on a single merch approve

7 day highest dollar amt on a single merch decline

7 day highest dollar amount on a single approve

7 day highest dollar amount on a single auth

7 day highest dollar amount on a single decline

7 day highest total dollar amount for an approve in a single day
7 day highest total dollar amount for any auth in a single day
7 day highest total dollar amount for a decline in a single day
7 day highest number of approves in a single day

7 day highest number of auths in a single day

7 day highest number of declines in a single day

7 day number of days in window with any auths

7 day number of same day of week with any auths

7 day number of weekday days in window with any auths

7 day number of weekend days in window with any auths

7 day number of days in window with cash auths

7 day number of days in window with merchant auths

7 day total dollars of approvals

7 day total dollars of auths

7 day total dollars of cash advance approvals

7 day total dollars of cash advance declines

7 day total dollars of declines

7 day total dollars of merchandise approvals

7 day total dollars of merchandise declines

7 day total number of approvals

7 day total number of approves in a day

7 day total number of auths

7 day number ofauths in window <=$10






